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Abstract: Purposes - This research aims to investigate the phenomenon of "model collapse" within Generative 

Adversarial Networks (GANs) when AI models are trained using AI-generated content. The study focuses on 

understanding the implications of model collapse on the quality of AI outputs, exploring new concepts like "Model 

Autography Disorder" (MAD) and "Habsburg AI," and discussing the broader ethical and social impacts of AI 

self-consumption. Methodology - The study utilizes a mixed-methods approach, combining simulation experiments 

with qualitative interviews. GAN models were trained on AI-generated data to simulate model collapse, and 

various techniques were applied to mitigate this collapse. Expert interviews provided insights into the ethical 

considerations and future directions for generative AI development. Findings - The research demonstrates that 

model collapse significantly impacts the performance and diversity of AI outputs when trained on synthetic data. 

Although some mitigation techniques show potential, they do not fully prevent the collapse. Concepts like MAD 

and Habsburg AI offer deeper understanding into the risks of AI self-consumption and its broader implications 

for AI-driven systems. Novelty - The introduction of new terms like "Model Autography Disorder" and "Habsburg 

AI" adds unique perspectives to the discourse on AI sustainability. The study is among the first to examine the 

ethical and technical challenges posed by AI self-consumption and its long-term effects on AI-generated content. 

Research Implications - This study underscores the necessity for stricter guidelines on using AI-generated content 

in training models to prevent model collapse. It also highlights the need for hybrid training methods and ongoing 

ethical considerations to ensure the quality, reliability, and sustainability of AI-driven systems. 
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1. INTRODUCTION 

In the evolution of artificial intelligence (AI) technology, the use of AI-generated 

content, such as that produced by ChatGPT, has sparked concerns and debates among 

experts. ChatGPT is a language model that leverages advanced AI techniques to generate 

natural responses to given prompts. It is constructed with a multi-layered neural network 

architecture that uses several layers of transformers (Kalla, 2023). 

While generative AI holds the promise of advancement, recent studies from AI 

researchers at the University of Oxford and Cambridge have highlighted potential risks 

within the technology, particularly a phenomenon known as "model collapse." This issue, 

common in Generative Adversarial Networks (GANs), can lead the generator to produce 

limited or repetitive samples, ultimately harming the diversity and quality of the generated 

data (Jin et al., 2020, p. 5). Model collapse occurs when the discriminator becomes too 

adept at distinguishing between real and fake data, causing the generator to create uniform 

samples to deceive the discriminator. It can also arise from improperly defined loss 

functions or biased or insufficient training data. Researchers have developed various 
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methods to mitigate model collapse, including modifying loss functions, adding noise to 

input data, and employing different architectures for the generator and discriminator. 

In the context of AI ethics, attention has been focused on recognizing and 

addressing ethical concerns related to the development and implementation of AI systems. 

These concerns include bias and discrimination in AI decision-making, transparency and 

accountability, privacy, and the broader impact of AI on employment and society at large 

(Du, 2022, p. 8). 

Artificial intelligence, as defined by Kwon (2023, p. 1), refers to the development 

of computer systems capable of performing tasks that typically require human intelligence. 

Despite its potential to offer significant benefits, the full impact of AI technology remains 

unclear. Discussions on regulation, including AI laws, have emerged to address this 

uncertainty. 

This study also highlights that large language models, which underpin AI 

technologies, may be trained using AI-generated content that is widely distributed across 

the internet. The concern is that this "model collapse" could degrade the quality of 

responses generated by AI systems, leading to a decline in user satisfaction. Training 

models with "synthetic data," as opposed to human-created content, may lower the quality 

of the resulting outputs. 

The study introduces new terms such as "Model Autography Disorder" (MAD) and 

"Habsburg AI," coined by other AI researchers. MAD is a critical condition in which 

generative models suffer degradation, compromising the quality and diversity of their 

outputs (Alemohammad et al., 2023, p. 3). This term reflects the potential for a feedback 

loop or positive reinforcement that leads to further degradation. The implications include 

concerns about a "dark age of public information," where trusted information providers, 

including media outlets, might restrict the content used for AI training. 

Generative AI, as a type of AI, can create new content based on its training data 

(Feuerriegel et al., 2023, p. 15). Although human oversight is considered essential, there 

is a risk that human content may diminish in value and sustainability amid the flood of AI-

generated content on the internet. This research underscores ongoing debates regarding the 

impact of generative AI on the quality and sustainability of online information, as well as 

the challenges in assessing the reliability of AI-generated content. 
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2. LITERATURE REVIEW 

The concept of model collapse in Generative Adversarial Networks (GANs) is 

well-documented in AI literature. Jin et al. (2020) describe model collapse as the reduction 

in diversity of generated samples when GANs fail to produce varied outputs, often due to 

inadequate training data or overly efficient discriminators. The rise of AI-generated 

content exacerbates this issue, with studies by Alemohammad et al. (2023) coining terms 

like "Model Autography Disorder" (MAD) to describe self-consuming generative models 

that damage the quality and diversity of outputs. Other studies, such as Feuerriegel et al. 

(2023), highlight the ethical implications of generative AI, focusing on issues like 

transparency, accountability, and bias. 

 

3. RESEARCH METHODOLOGY 

This research employs a mixed-methods approach, combining qualitative and 

quantitative analysis. The study first simulates model collapse in GANs by training models 

on AI-generated content. Various techniques, such as modified loss functions and the 

addition of noise, are tested to mitigate collapse. Additionally, expert interviews are 

conducted to gather insights on the ethical implications of AI self-consumption. The 

research also collects and analyzes data from prior cases of model collapse to assess its 

impact on AI performance. 
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4. RESULT AND DISCUSSION 
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The results confirm the significant impact of model collapse on the performance of 

generative AI. Models trained with synthetic data exhibited reduced output quality and a 

lack of diversity, supporting the primary hypothesis. The simulations demonstrated that 

while certain interventions, such as cooperative realness discriminators, showed promise 

in preventing collapse, the overall effectiveness of these solutions remains limited. The 

introduction of MAD and Habsburg AI concepts further deepens the understanding of how 

self-consuming AI models deteriorate over time, potentially leading to what some 

researchers call a "dark age of information" if left unchecked. The findings also highlight 

the need for human oversight and ethical considerations in the development of generative 

AI technologies. 

Pros: 

• The model reveals a significant relationship between 'Model Collapse' and Generative 

AI Performance (KAG), with a relatively high f-square value (0.518), supporting the 

main hypothesis. 

• The discriminant validity between most constructs is strong, indicating that the 

measures used can effectively differentiate between the constructs. 

Cons: 

• The discriminant validity between Generative AI Performance (KAG) and 'Model 

Collapse' within GANs (MC) is questionable, suggesting difficulty in distinguishing 

between the negative effects of 'Model Collapse' and overall AI performance. 

• The internal reliability is low (with Cronbach's alpha and AVE below acceptable 

thresholds), indicating that the items within the constructs may be inconsistent or may 

not fully capture the constructs being measured. 

 

Hypothesis Testing Results: 

• Main Hypothesis: 

The data indicate that 'Model Collapse' has a significant impact on Generative AI 

Performance, supporting the hypothesis that 'Model Collapse' can reduce the 

reliability and functionality of AI systems. 

• Supporting Hypotheses: 

o Preventing 'Model Collapse' Through Innovative Methods: 

Although there are indications that innovative methods have the potential to 
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prevent 'Model Collapse,' the low reliability and validity of these methods in GANs 

(MI) suggest that further research is needed to confirm their effectiveness. 

o Impact of 'Model Collapse' on AI Performance: 

Generative AI Performance is significantly affected by 'Model Collapse,' 

confirming that 'Model Collapse' negatively impacts GANs' ability to generate 

diverse and high-quality content. 

o Development of Alternative GAN Models to Address 'Model Collapse': 

Alternative GAN Models (MGA) show an insignificant relationship with 'Model 

Collapse,' indicating that this hypothesis is not strongly supported by the data. This 

suggests that developing alternative models alone may not be sufficient to address 

'Model Collapse.' 

o Impact of Data Sampling on 'Model Collapse': 

With a relatively low f-square value (0.053), the data do not provide strong support 

for the idea that data sampling processes have a substantial impact on 'Model 

Collapse.' However, there are indications that better data sampling may contribute 

to reducing the risk of 'Model Collapse.' 

Support for the main and supporting hypotheses indicates that 'Model Collapse' is 

a serious issue in GANs that affects the reliability and functionality of AI. Innovative 

methods and the development of alternative GAN models are necessary to address this 

challenge. 

 

5. CONCLUSION 

The study underscores the risks associated with training AI models using AI-

generated content. Model collapse, if not properly addressed, threatens the quality, 

reliability, and sustainability of AI systems. Although innovative techniques show 

potential in mitigating collapse, more research is needed to develop robust solutions. The 

concepts of Model Autography Disorder and Habsburg AI introduce new dimensions to 

the conversation on AI ethics and sustainability. 

These findings reinforce the need for innovative techniques to prevent 'Model 

Collapse,' as aligned with the first supporting hypothesis. The negative impact of 'Model 

Collapse' on Generative AI Performance emphasizes the importance of developing more 

stable GAN models, consistent with the third supporting hypothesis. The model's 

limitations in explaining variance in certain constructs suggest that additional factors may 
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need to be considered to provide a more comprehensive understanding of 'Model Collapse' 

and its effects. 

The implications of this research are far-reaching. First, it calls for stricter 

guidelines on the use of AI-generated content in training models to prevent model collapse. 

Second, it encourages the development of hybrid models that incorporate both synthetic 

and human-generated data. Finally, the study advocates for ongoing ethical discussions 

and policy development to address the broader societal impacts of generative AI 

technologies. 
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